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Abstract

A numerical and an experimental analysis of velocity and temperature fields inside a storage tank submitted to

natural convection is presented. The analysis was performed in two stages. In the first stage, the temperature profile

along the vertical axis of the storage tank was obtained experimentally and numerically, for cooling time ranging from

45 to 60 h. The numerical analysis was carried out using a transient bi-dimensional model in cylindrical co-ordinates. In

the second stage, after the numerical code validation, 40 cases of cooling with four aspect ratios, five insulation

thicknesses, and two different volumes were simulated. In all simulations, thermal losses for the environment in all tank

walls (side, top and bottom) were considered. Two correlations for the Nusselt number, encompassing all the forty

cases, were obtained with these results.

� 2003 Published by Elsevier Science Ltd.

1. Introduction

Many sectors of engineering, such as the petro-

chemical industry, food industry and liquid heating

systems, use thermal storage to optimize the perfor-

mance of their systems. This effective optimization re-

quires an extensive knowledge of the thermal behavior

of tanks, and the relationship of the fluid with the tank

walls and thermal insulation. Both in the heating and

cooling processes, heat is transferred within the tank by

diffusive effects in certain regions and advective effects in

others. The most simplified models that attempt which

try to reproduce the thermal behavior of a tank use only

heat diffusion among the different fluid layers. However,

they fail when it is necessary to describe in detail the

temperature profile of the stored fluid. The differences

observed between experimental analysis and results of

the simplified models show the need of implementing

detailed numerical models to determine the actual tem-

perature distribution. Recent studies show the progress

of this subject in the specialized literature.

Researchers divide their attention between numerical

models that deal with mass conservation, momentum

and coupled energy equations [1–4], and less generic

models, which usually use only a single energy balance

equation to determine the temperature profile within the

storage tank [5,6].

Reindl et al. [1] analyzed transient natural convection

in vertical cylindrical tank with perfect insulation at the

top. Initially, the fluid in the is isothermal and quiescent.

At time zero, a step change in the source temperature

begins to influence the flow. The average Nusselt num-

ber was presented during a maximum time of 1000 s for

several Rayleigh numbers. Considering cooling of an oil

tank, Cotter and Charles [2] used the mean temperature

of the liquid, the wall temperature, and the cold ambient

temperature to obtain the average Nusselt number. In
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that study, the authors presented the time dependence of

Nusselt for several oil viscosity values. Lin and Armfield

[3] numerically simulated cooling in a vertical cylindrical

tank with perfect insulation at the top and bottom. The

initial condition used in the simulation was isothermal

field; the transient regime was obtained with a sudden

temperature decrease on the sidewall. In that study, the

authors presented results of the required time to reach a

determined stratification condition as a function of the

Rayleigh number (2� 107–1� 109). Natural convection
was also analyzed by Ivancic et al. [4], who used perfect

insulation outline conditions on the side of the tank,

while maintaining low temperature at the top, and high

temperature at the bottom, thus forcing a Rayleigh–

B�eernard type convective pattern. Gross [7], Zurigat et al.
[8], Murthy et al. [9] and Nelson et al. [10] investigated

the degradation of thermal stratification in vertical cy-

lindrical tanks under mixed convection conditions,

starting with an initial condition of uniform temperature

field in thermocline. Murthy et al. [9] studied the influ-

ence of thermal conduction through storage tank walls

in three tanks built with different materials and two

different wall thicknesses. These authors were able to

express the coefficient of mixture by the Reynolds and

Richardson numbers, instead of the traditional empiri-

cal coefficients of mixture presented by Oppel et al. [11],

Cole ad Bellinger [12] and Al-Najem et al. [13].

The present study aims at investigating, numerically

and experimentally, natural convection by cooling of

vertical cylindrical storage tanks submitted to heat

transfer to the environment in all tank walls (top, bot-

tom and side). After the validation of the numerical

model with experimental results, the cooling of the tanks

is simulated under forty different configurations, ob-

taining correlations of the Nusselt number as a function

of the thermal losses to the environment, aspect ratio

and tank volume.

2. Experimental apparatus

The experimental tests were performed in a vertical

cylindrical tank made of stainless steel, measuring 57 cm

height, 21 cm of radius, and 1 mm wall thickness, was

used. The materials of the metallic structure and thermal

insulation of the tank are identified in Fig. 1(a).

Nomenclature

A area (m2)

cp specific heat at constant pressure

(J kg�1 K�1)

D diameter (m)

e insulation thickness (m)

Fs safety coefficient of the grid convergence in-

dex (–)

g gravitational constant (m s�2)

h external heat transfer coefficient

(Wm�2 K�1)

hz local internal heat transfer coefficient

(Wm�2 K�1)
�hh average heat transfer coefficient of the tank

(Wm�2 K�1)

H total height (m)

k thermal conductivity (Wm�1 K�1)

L characteristic length (m)

m number of volumes in the radial direction

(–)

n number of volumes in the axial direction (–)

Nu local Nusselt number (–)

p pressure (Pa)

�qq00 average heat flux (Wm�2)

QTot total heat flux (Wm�2)

r radius (m)

R total radius (m)

t time (s)

T temperature (�C)

T z average temperature of the cross section of

the tank (�C)
Tz;R wall temperature (�C)
T 3=4;r average temperature of the ring between 3/4

of H and H (�C)
T H=4;r average temperature of the ring (�C)
T average temperature of the fluid (�C)
T w average temperature of the internal face of

the tank walls (�C)
u axial velocity (m s�1)

U � global heat transfer coefficient (Wm�2 K�1)

v radial velocity (m s�1)

z axial position (m)

Greek symbols

ar grid refinement coefficient in radial direction

(–)

az grid refinement coefficient in axial direction

(–)

DT temperature difference (K)

l dynamic viscosity (kgm�1 s�1)

q density (kgm�3)

Subscripts

amb ambient

B bottom

S sidewall

T top

w wall
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In order to measure the internal tank temperature,

iron-constantan type thermocouples of 0.125 mm di-

ameter were used. The uncertainty analysis, considering

the measurements of temperature, effects of time and

positions of thermocouples and data connection board,

resulted in a mean uncertainty of �0.27 �C, evaluated as
according to Moffat [14].

In order to assist temperature sensors handling, the

insulation of the top of the tank consisted of a 10 mm

expanded polystyrene. Thermal insulation of the top is

complemented by 12 mm glass wool, as seen in Fig. 1(a).

Water surface was covered with plastic sheet and ex-

panded polystyrene lid lined with impermeable material

to minimize evaporation losses.

Tests were carried out at the Solar Energy Labora-

tory of the Federal University of Rio Grande do Sul,

which is submitted to environmental temperature vari-

ations. This temperature was monitored by two PT100

transducers. Environmental temperature was used as

reference for thermocouples and as boundary condition

for numerical simulation. All tests started with uniform

water temperature within the tank. Temperatures were

51.5 �C, 72.5 �C and 82 �C, and times of monitoring
were 15 h, 60 h and 45 h, respectively.

3. Numerical approach

Natural convection regime experiments were simu-

lated with equations of continuity, momentum in axial

and radial directions, and energy. These equations are

shown below (1)–(4)
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where q is the density, u and v are the axial and radial
velocity, T is the temperature, l is the dynamic viscosity,
k is the thermal conductivity, cp is the specific heat at
constant pressure, p is the pressure. In the above equa-
tions, q is considered as an unknown in all terms.

3.1. Boundary and initial conditions

For the momentum equations, impermeability and

no slip conditions in every wall, including the symmetry

line, since the thermocouples were located in those po-

sitions, were adopted.

In the energy equation, the computational domain

was extended up to the thermal insulation, including the

Fig. 1. The storage tank: (a) experimentally analyzed and (b) generic.
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metallic wall. The boundary condition of the third kind

was used, i.e., every tank wall (side, bottom and top) was

submitted to external convection action, and the mean

convection heat transfer coefficient used was 10 W/m2 K.

This coefficient describes the situation assayed in the

laboratory and it represents common practical situations

(Cotter and Charles [2], h ¼ 11 W/m2 K; Adhikari et al.

[15], h ¼ 9:5 W/m2 K). Although variations of these

values may be possible, their effect would be much at-

tenuated, as the composition of the global heat transfer

coefficient takes into consideration two serial thermal

resistances, where the highest value corresponds to the

insulation resistance. In order to complete the boundary

condition of the third kind, experimental records of

environmental temperature, transformed into time-

dependent polynomials, were used.

3.2. Methodology

The numerical solution was obtained by integrating

the Eqs. (1)–(4) in Finite Volumes, as described by

Patankar [16], Veersteg and Malalasekera [17], Ferziger

and Peric� [18]. Pressure–velocity coupling was obtained
by the SIMPLEC, Van Doormaal and Raithby [19]. The

Power Law scheme of Patankar [20] was used for the

interpolation in the control volume faces. Although

there are other available schemes, the Power Law was

used in all simulations because it has been proven ro-

bust, with good numerical stability. Under this scheme,

grid independence was verified by the grid convergence

index (GCI), according to Roache [21]. The resulting

equation systems were solved by TDMA. The conver-

gence criterion requires that the normalized mass flow

residue for any grid volume to be lower or equal to 10�4

kg/s. Aiming at accelerating convergence, diffusing more

efficiently the influence of the boundary conditions to

the inside of the domain, a block correction was used to

calculate velocity and temperature components.

The equation generating the used grid was suggested

by Davidson [22], which, for axis symmetry direction,

was refined in both extremities. This equation is pre-

sented below:

zi ¼ L
�
� 0:5 tan h az 2

i� 2
n� 2

��
� 1

���
tan hð � azÞ

þ 0:5
�

ð5Þ

where 26 i6 n, where n is the number of volumes in the
axial direction, and az is the grid refinement coefficient in

the axial direction.

In the radial direction, grid refinement is made only

at the sidewall, and is obtained by:

rj ¼ R tan h ar
j� 2
m� 2

� �� �� �
tan hð � arÞ

�
ð6Þ

where 26 j6m, where m is the number of volumes in

the radial direction, and ar is the grid refinement coef-

ficient in radial direction. These equations discretize

only the water volume. The computational domain in-

cluded the water contained in the tank, the metal

structure, including its wall, and the thermal insulation

of the tank. The thermal problem was solved taking into

consideration the thermophysical properties of all of

these items, the diffusion heat transfer through the metal

walls and thermal insulation, both in the radial and axial

directions. The influence of the heat transfer by diffusion

on the metal wall along the height of the tank tends in

fact to smear the thermocline. However, this is not sig-

nificant for the usual wall thickness, as investigated by

Bandini and Vielmo [23].

All equations refer to the same computational do-

main. Volumes corresponding to the metallic structure

and thermal insulation are immobilized.

Only the thermal conductivity was used as the coef-

ficient of diffusion in the energy equation, and cp was
maintained in the advection and time terms, along with

the density. This procedure was adopted because the

solution uses the harmonic average to obtain effective

thermal conductivity in the volume interface, and cp
does not participate directly in the heat transfer by dif-

fusion between two neighboring control volumes.

4. Validation of the bi-dimensional model

Several tests with an initial condition of uniform

temperature were carried out. The first cooling results

were obtained with an initial temperature field of 50 �C.
The other tests were conducted with higher initial tem-

peratures, with increases of 
10 �C.
The comparison between experimental and numerical

data is shown in Fig. 2, where the formation of strati-

fication during the cooling of the tank is observed by the

temperature profile at the center. The figure shows that,

even 60 h after cooling, the numerical simulation is able

to reproduce the experimental data with excellent ac-

curacy. At the bottom region, we can also observe a

marked increase of the thermal gradient in the vertical

direction. The same behavior was observed in the study

of Abdoly and Rapp [24], where the authors suggest that

this sudden drop in temperature is due to conductive

losses through the metallic columns of the tank. How-

ever, they do not make any quantitative remarks.

5. Applications

After experimental validation and evaluation of grid

independence, the developed numerical model was then

used to simulate the cooling of the tank under different

aspect ratios and thermal losses to the environment.

This stage aimed at obtaining the Nusselt number for
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the free convection inside this type of tank, correlated by

the tank aspect ratio and thermal losses to the envi-

ronment.

The storage tank studied at this stage had the same

geometry of the previously studied tank, i.e., it was

vertical and cylindrical. However, aiming at the gener-

alization of the problem, the structural peculiarities of

that tank (inferior wing and superior collar) were

abandoned. In this analysis, the tank consisted of only

two materials. The metallic structure was made of

stainless steel and the thermal insulation was made of

glass wool. Its generalized structure can be seen in Fig.

1(b), where ‘‘e’’ is the insulation thickness; H is the

height, and D the diameter of the tank.

The boundary conditions are the same as those used

to simulate the previously mentioned cases, except for

the axial velocity at the center of the tank. For that

cooling case, a non-slipping condition was used, whereas

in the cases considered here, the symmetry condition was

used, i.e., null derivative relative to the radius for axial

velocity at the centerline. An isothermal field equal to

70 �C was used as initial condition for temperature.
In this analysis, forty different configurations were

used with respect to tank volume, aspect ratio (H=D)
and insulation thickness (e). For tanks volumes of 0.1
and 0.3 m3, four aspect ratios were used: 1.0, 1.5, 2.0, and

2.5. Each of these aspect ratios had five different insu-

lation thicknesses: 4, 3, 2, 1 and 0.1 cm, with a total of

forty cases.

5.1. Grid independence study

The magnitude of the heat flux at the tank walls

determine the degree of grid refinement needed to obtain
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Fig. 2. Temperature profiles at the center of the tank with initial uniform temperature of 72.5 �C.
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a stable solution; that is the larger the thermal gradients

found in these regions, the higher the number of vol-

umes is needed. To quantify this assertion, temperature

profiles along the tank radius at 0:5H are presented in

Fig. 3, where all profiles were calculated for a 0.1 m3

tank with an aspect ratio (H=D) of 2.5, and five different
thicknesses.

Fig. 3 shows that the temperature is quasi-constant

along the radius. As expected, there is a thermal

boundary layer in the wall, where heat is removed. The

difference among thermal gradients for different thick-

nesses is observed near the wall. The curve corre-

sponding to the insulation thickness e ¼ 4 cm shows a

difference in temperature between the wall and the center

of the tank of 
0.75 �C, whereas for an insulation of 0.1
cm, the difference is 1.5 �C, with no proportional

enlargement of the boundary layer, resulting in much

larger temperature gradient.

As already seen in Kimura and Bejan [25] and Ban-

dini and Vielmo [23], a temperature increase is seen

before the thermal boundary layer itself is observed,

particularly when there is larger heat loss. This results

from the fact that the descending liquid comes from

higher regions in the tank, where the temperature is also

higher. Since this liquid is not as close to the wall as that

of the thermal boundary layer, it is not cooled at the

same rate, and maintains relatively higher temperatures.

The symbols superimposed on the curves are located

in the center of each adopted grid volume. In Fig. 3, it is

observed that the curve representing the most intense

cooling (e ¼ 0:1 cm) has 16 volume elements before a
constant value is reached. Although this number of el-

ements is sufficient to capture the thermal boundary

layer, cases considering to more intense cooling were

submitted to grid dependence analysis. The other cases

were not analyzed, as they have less intense cooling re-

gimes.

In more intense cooling rates (U � ¼ 8 W/m2 K), 16

volumes elements were placed inside the thermal

boundary layer, with a grid of 40� 60 elements in the

radial and axial directions, respectively. Although this

number of elements is sufficient to identify the existing

gradients in the thermal boundary layers, as can be seen

in Fig. 3, these cases were submitted to grid dependence

analysis, comparing 40� 60 to 60� 90 volume grids.
The other cases were not submitted to this analysis, as

the cooling rates were less intense, requiring less spatial

and temporal discretization. In addition, time steps of

0.5, 1 and 2 s were tested. Insignificant differences were

observed among the results obtained with time intervals

of 1 and 2 s. The results obtained with time intervals of

0.5 and 1 s was coincident, according to the limit of

figure resolution. CPU time was very high for the time

interval of 0.5 s. Therefore it was decided to simulate all

cases, including those with less intense cooling, with the

time interval of 1 s.

The GCI, Roache [21], with a safety factor equal to

three was applied for grid dependence analysis. Grid

dependence was investigated with respect to the average

temperature of the tank as a function of time and also at

the point of maximum variation among the solution

obtained for different grids. The results of temperature

profile along the tank height and time showed that the

maximum distance among solutions occur at the ther-

mocline.

The calculated GCI in the region of thermocline for

temperatures at the center of the tank presented maxi-

mum value of 3%. Two factors must be taken into ac-

count in this observation. First, the GCI had a

maximum safety coefficient of Fs ¼ 3, i.e., the error was

overestimated. Secondly, the analyzed cooling was very

intense, with a global heat transfer coefficient (U �) of 8

W/m2 K, defined as follows:

U � ¼ 1
e
k þ 1

h

ð7Þ

This coefficient takes into account only the resistances

derived from thermal insulation and external convec-

tion of the tank (h). Although this concept is employed
in approaches where the domain is not discretized, the

main objective here was to determine the heat transfer

coefficient by convection between the fluid and the

internal face of the tank, which was unknown until

then. Once this was determined, correlations of Nusselt

could be obtained for the entire tank, a parameter that

is of great interest and one of the objectives of this

study.

The variation in the average temperature of the tank

as a function of different grids was also analyzed by

GCI. In this case, the results were 0.3%, which is much

more satisfactory.

5.2. Local heat transfer coefficient

The heat transfer coefficient is presented here in two

ways. In the first, it is defined in order to present local
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Fig. 3. Temperature profiles along the radius.
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results for the side, top and bottom of the tank. In the

second, its average value is presented by correlations

that take into account the tank aspect ratio, the differ-

ence between average and the environmental tempera-

tures, and the thermal losses to the environment.

5.2.1. Heat transfer coefficient at the sidewall

The reference temperature difference DT that was

used to obtain the heat transfer coefficient (Eq. (8)) is the

difference between the average temperature of the cross

section of the tank (T z) and the sidewall temperature

(Tz;R), at the same height, as shown in Eq. (8).

DT ¼ T z � Tz;R; T z ¼
1

pR2

Z R

0

T jz¼z2prdr ð8Þ

hz ¼
k

DT
oT
or

				
r¼R

; Nuz ¼
hzz
k

ð9Þ

The Nusselt number calculated by Eq. (9) is shown in

Fig. 4(a). The results for aspect ratio of H=D ¼ 2, vol-

ume of 0.2 m3, and three values of global heat transfer

coefficient (U �): 1.0, 1.8 and 2.9 W/m2 K are presented

for 1 h and 30 min of cooling. As seen, both qualitative

and quantitative characteristics were very similar, re-

gardless the case and the cooling time. The main dif-

ferences were found at the bottom of the tank. This can

be explained with the aid of Fig. 5, which presents the

same cases of Fig. 4(a), but illustrates the local internal

heat transfer coefficient instead of the Nusselt number

along the tank height. In terms of curvature, three dif-

ferent regions can be observed in Fig. 5: bottom, middle

and top. The curve characteristics remained almost

unchanged at the middle and at the top, despite differ-

ences between these regions. As for the bottom, the

space limit of this region advanced with time, and this

space was given by the side of the tank.

According to Oliveski [26], the thermocline pro-

gressed to the top, a region that was dominated by

conduction and whose that temperature was homoge-

neous in all radius extension. Therefore, it can be con-

cluded that the high value of the heat transfer coefficient

near the bottom relative to half the height of the tank

was due to the very small reference DT , and not because
the temperature gradient near the wall was very high.

The increase of the heat transfer coefficient near the top,

relative to half the height of the tank, is explained by the

high thermal gradient in that region.

5.2.2. Heat transfer coefficient at the top

During cooling, the thermal behavior of the tank was

characterized by the progress of the thermocline to the

top, as can be seen since Fig. 2. Therefore, it is suggested

that the average temperature that was most representa-

tive of the top region was located between 3=4H and H .
Hence, the reference DT for the top of the tank is ob-

tained by:

DT ¼ T 3=4;r � TH ;r; T 3=4;r ¼
1

H=4

Z H

3H=4

T jr¼r dz ð10Þ

where T 3=4;r is the average temperature of the ring be-
tween 3=4H and H , and TH ;r is the local temperature at

the top. The heat transfer coefficient (hT) and the local
Nusselt number at the top (NuT) are obtained as follow:

hT ¼ k
DT

oT
oz

				
z¼H

; NuT ¼ hTr
k

ð11Þ

Fig. 4(b) shows the local Nusselt number at the top of

the tank in cases with volume of 0.2 m3, and global heat

transfer coefficients (U �) of 1, 1.3 and 8 W/m2 K. For

each of these cases, NuT results are plotted after 1, 8 and
30 h of cooling. As in the case of the local Nusselt

number at the side (NuS), the solutions are similar to
each other, independent of the analyzed case and the

cooling time.

The thermal and hydrodynamic behavior at the top

of the tank is similar to the Rayleigh–B�eenard cells in
heat transfer between horizontal level plates, where the

inferior plate has high temperature, and the superior

plate has low temperature. The water at the top of the

tank losses heat to the environment, it increases its

density and descends to the lower level where it finds the

same density. Due to mass conservation, other portions

of water must go up. Therefore, circulations are found at

the top of the tank. This probably is the reason for the

oscillations between the solutions observed in the Fig.

4(b). This behavior also justifies the wider amplitudes of

the case of highest global heat transfer coefficient.

5.2.3. Heat transfer coefficient at the bottom

The reason why the tank is divided into parts, as

mentioned in the previous item, is also used here to

determine the reference DT . In this case, it is obtained by
the difference between the average temperature of the

ring (TH=4;r) and local temperature at the bottom of the

tank (T0;r):

DT ¼ T H=4;r � T0;r; T H=4;r ¼
1

H=4

Z H=4

0

T jr¼r dz ð12Þ

The local heat transfer coefficient at the bottom (hB) and
the corresponding Nusselt number (NuB) were obtained
by:

hB ¼ k
DT

oT
oz

				
z¼0

; NuB ¼ hBr
k

ð13Þ

The Nusselt number obtained by this equation is shown

in Fig. 4(c) for an aspect ratio of 2.5 and a volume of 0.1

m3 for different global heat transfer coefficients and

cooling times. The figure shows that the Nusselt number

as defined in Eq. (13) were qualitatively similar, re-

gardless the analyzed case, but that they were time-

dependent.
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In Fig. 4(c), it is seen that, for r=R less than 0.8, the
Nusselt number for the case of U � ¼ 8:0 W/m2 K was

slightly higher than U � ¼ 1:8 W/m2K, and that, for the

positions closer to the sidewall, this behavior is inverted.

The first case results from the thermal gradient in the

axial direction being higher for of U � ¼ 8:0 W/m2 K in

Fig. 4. Local Nusselt number: (a) sidewall, (b) top and (c) bottom.
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comparison to U � ¼ 1:8 W/m2 K, therefore increasing

the Nusselt number. As for the region close to the

sidewall, the same behavior would be seen if it were

insulated. Since it was not, there was a larger transfer-

ence of heat to the external environment, and this

transference had the same intensity in both directions,

axial and radial. Hence, the thermal gradient of the axial

direction, obtained by the calculation of the Nusselt

number, decreased.

5.3. The average heat transfer coefficient

The average heat transfer coefficient of the tank (�hh)
takes into account the total heat flux (QTot), i.e., the sum

of heats exchanged by the side, bottom and top. The

considered temperature difference is between the average

fluid temperature (T ) and the average temperature of the
internal face of the tank walls (T w), presented in Eqs.
(14) and (15), respectively.

QTot ¼ AS�qq00S þ AB�qq00B þ AB�qq00B; �hh ¼ QTot

ATotðT � T wÞ
ð14Þ

T ¼ 1

pR2H

Z H

0

Z R

0

2prT drdz;

T w ¼ AST S þ ABT B þ ATT T
AS þ AB þ AT

ð15Þ

where AS, AB and AT are the areas of the side, bottom
and top walls, respectively. The average heat flux and

the average temperature of the side, top and bottom

walls are obtained by the Eqs. (16)–(18), respectively.

�qq00S ¼
1

H
k
Z H

0

oT
or

				
r¼R

dz; T S ¼
1

H

Z H

0

T jr¼R dz ð16Þ

�qq00T ¼
1

pR2
k
Z R

0

oT
oz

				
z¼H

2prdr; T T ¼
1

pR2

Z R

0

T jz¼H2prdr

ð17Þ

�qq00B ¼ 1

pR2
k
Z R

0

oT
oz

				
z¼0
2prdr; T B ¼ 1

pR2

Z R

0

T jz¼02prdr

ð18Þ

The average heat transfer coefficient (�hh) is expressed
dimensionless form by the average Nusselt number (Nu)
obtained from Eq. (19) The characteristic length (L, Eq.
(9)) takes into account the volume (V ) and the total area
(ATot) of the internal face of the tank.

Nu ¼
�hhL
k
; L ¼ V

ATot
ð19Þ

Fig. 6(a) shows the variation of the average Nusselt

number (Nu) as a function of the variation in average
temperature, with curves referring to aspect ratios of 1,

1.5, 2, and 2.5. These cases have a global heat transfer

coefficient (U �), defined in Eq. (7), of 1.0 W/m2 K, and a

volume of 0.1 m3.

Fig. 6(a) also shows that all results presented the same

trend, despite deviate a determined value. This deviate

refers to aspect ratio, and it was attenuated when the

results of the average Nusselt number were multiplied by

the aspect ratio to the power )0.3, as shown in Fig. 6(b).
It can be seen that the cases presented in Fig. 6(a) are

different from those in Fig. 6(b). Both figures were se-

lected as typical results, as all cases were grouped ac-

cording to these two figures and present the same trend.

For each analyzed volume (0.1 and 0.2 m3) and

global heat transfer coefficient (U � ¼ 1:0, 1.3, 1.8, 2.9
and 8.0 W/m2 K), the average of the values of
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Fig. 5. Local heat transfer coefficient of sidewall.
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NuðH=DÞ�0:3 with results to the ratio aspects of 1, 1.5, 2
and 2.5 was taken, resulting in 10 average curves of

NuðH=DÞ�0:3. These curves were adjusted by the equa-
tion:

NuðH=DÞ�0:3 ¼ AXB ð20Þ

where A and B vary with the global heat transfer coef-
ficient. The X variable is a function of the difference

between the average temperature of the tank and the

ambient temperature, and has the following form:

X ¼ ½1000ðT � TambÞ�1 � 20
�C�1 ð21Þ

Fig. 6. Average Nusselt number: (a) Nu vs. average temperature, (b) NuðH=DÞ�0:3 vs. average temperature; (c) NuðH=DÞ�0:3 vs.
½1000ðT � TambÞ�1 � 20
 �C�1.

2024 R. De C. Oliveski et al. / International Journal of Heat and Mass Transfer 46 (2003) 2015–2026



Aiming at generalizing the information, A and B were

also adjusted. Coefficient A varies exponentially with U �

and B varies linearly with U �.

Eq. (20), with already incorporates the coefficients

corresponding to both analyzed volumes, is shown sep-

arately in Eqs. (22) and (23) for volumes of 0.1 and 0.2

m3, respectively

NuðH=DÞ�0:3V¼0:1 ¼ ð9:40739U �0:288329Þð1000ðT � TambÞ�1

� 20Þð0:00988842U
��0:189428Þ ð22Þ

NuðH=DÞ�0:3V¼0:2 ¼ ð10:6039U �0:310719Þð1000ðT � TambÞ�1

� 20Þð0:013052U
��0:224677Þ ð23Þ

Calculating the coefficient of correlation among the 40

analyzed cases and those obtained by Eqs. (22) and (23),

there was a variation between 0.979 and 0.998, showing

an excellent consistency among the solutions, as shown

in Fig. 6(c). The case that presented a coefficient of

correlation of 0.979 corresponded to the volume of 0.2

m3, with a global heat transfer coefficient (U �) of 8.0 W/

m2 K. This small difference can be seen in Fig. 6(c).

The presented equations are valid for aspect ratios

between 1 and 2.5. Although this is a wide range, there

may be cases in engineering which use aspect ratios

outside these limits. The authors believe that the pre-

sented equations may be also used in a wider aspect

ratio, as the tested ratios were adjusted to a single curve

when grouped under the power )0.3, as seen in Fig. 6(b).
Obviously, there is a limit to the validity of this for-

mulation when aspect ratios are so extreme that the

diffusion vs. advection dynamics that are verified here

cannot be applied.

6. Conclusions

The numerical and experimental results showed that,

as time passes, there is a thermal stratification, sepa-

rating the tank into two different regions: a stratified

region (at the bottom) and another that it is uniform (at

the top). The interface between these two regions ad-

vances towards the top. It was numerically verified that

the tank under natural convection regime, in terms of

convective flux direction, has two different regions. The

region of descending flux direction has a ring shape

along the walls, where heat is removed, replaced by the

hydrodynamic boundary layer. The other is the central

region, with very slow ascending flux, occupying almost

95% of the tank volume. At the periphery, thermal

gradients are maximum, encompassing the thermal

boundary layer. In the center, the thermal radial gradi-

ents are no existing.

The hydrodynamic boundary layer, created on the

sidewall of the tank, can also be analyzed. During the

first hour of cooling, the boundary layer is observed

throughout the whole extension of this wall, but the

most intense heat flux is located at the top portion of the

tank. As time passes, diffusive and advective thermal

processes became uncoupled, so the presence of the

hydrodynamic boundary layer is observed only at the

upper part of the tank.

The boundary condition of the third-kind is em-

ployed on the external face of the tank. The domain of

calculation is extended up to the thermal insulation,

taking also into account details of the metallic structure

of the tank.

Aiming at validating the numerical simulation, ex-

perimental tests with different levels of initial tempera-

ture were carried out, with intervals of 
10 �C between
each test. All time levels were submitted to numerical

simulation. Comparisons between the numerical simu-

lations of a tank consisting of a metallic flange at the

bottom and of another with glass-wool flange show

the importance of thermal losses through the bottom of

the tank. The tank with metallic flange at the bottom,

besides cooling faster, presents a highly stratified tem-

perature profile in this region, already during the first

hours of cooling, whereas the temperature profile is only

slightly stratified in the other case.

The tests with initial high temperatures have in

common long cooling times (45 and 60 h), and excellent

consistency between the numerical and experimental

results. Both characteristics warrant the validation of

the adopted numerical model. Therefore, taking also

into account the independence of the adopted grids, it is

concluded that the adopted model can be used to sim-

ulate similar situations with reliable results.

As previously seen, it may be concluded that the

adopted methodology was able to describe in detail the

phenomena that occur inside thermal tanks subjected to

natural and mixed convection regime due to cooling or

heating, with excellent consistency with the experimental

results of temperature. It can be considered that these

numerical results could only be obtained by the use of a

complete and coupled formulation, including building

details of the tank.

As the bi-dimensional numerical model was experi-

mentally validated, the cooling of forty tanks with dif-

ferent aspect ratios, volumes and insulation thicknesses

was simulated. These tests were submitted to the anal-

ysis of grid independence by GCI with a coefficient of

safety (Fs ¼ 3), providing maximum results in the order

of 3%. The simulations estimated of the heat transfer of

theses tanks and its dependence to the tank aspect ratio,

the thermal loss to the environment, and the difference

between the average temperature of the tank and envi-

ronmental temperature in order to obtain a single

equation for each of the tested volumes.

For the computation of the global heat transfer co-

efficient U �, the thermal resistance by convection on the

external side of the wall, and the diffusion heat transfer
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resistance inside the thermal insulation are taken into

consideration. Considering that the dominant resistance

in most of the studied cases is diffusive, the external wall

convective heat transfer coefficient, being less significant,

can vary according to the angle, for instance, without

causing large variations in U �. Therefore, it was con-

cluded that the presented results are independent of the

external convective pattern. On the other hand, varia-

tions in insulation thickness (side, top and bottom) can

significantly affect U �. Finally, it must be observed that,

in practical applications, tanks usually have the same

insulation thickness in the top, bottom and sides, which

were covered in this analysis.
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